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Linking

Task of matching vague mentions in text to their respective entities in a knowledge base (KB)
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".... Last weekend, I had the opportunity 
to test drive a beautiful Jaguar. The 
sleek design and its handling on the 
road was impressive...”

🚗

🐆
”…. During my visit to the wildlife 
sanctuary, I was fortunate to spot a 
magnificent jaguar in its natural 
habitat. This elusive creature…”

• Semantic Search,
• Question Answering,
• Conversational Search,
• Retrieval Augmented Generation

Pivotal/Complementary Step in



Previous 
Work on 

Entity Linking

Conversational EL

User: "Planning Paris trip! Any restaurant suggestions?”

Assistant: "Definitely try Le Comptoir du Relais for a great meal. Also, Eiffel Tower and 
Louvre are must-visit landmarks.”

User: "Heard of Le Caveau de la Huchette? Jazz club recommendation from a friend.”

Assistant: "Yes! It is a fantastic jazz spot. Enjoy the music! 🎷 ”

User: "Any unique boutiques for shopping?”

Assistant: "Check out Colette for fashion and Shakespeare and Company for books. 
Happy shopping! "
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Conversations’ specific characteristics 
compared to documents [1];
• Informal text
• Information spreading through multiple 

turns
• Need for linking more versatile entity 

types  

These characteristics make general-purpose 
EL models performance suboptimal for 

conversational EL. [2]

[1] Personal Entity, Concept, and Named Entity Linking in Conversations (Joko & Hasibi 2022)
[2] Conversational Entity Linking: Problem Definition and Datasets (Joko et al., 2020)
[3] Zero-Shot Entity Linking by Reading Entity Descriptions (logeswaran et al., 2019)

Zero-Shot EL

Figure taken from [3]
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Definition: Task of linking mentions to entities not encountered during training

ZESHEL [3] dataset is
• document-based benchmark introduced for Zero-Shot EL 
• curated based on Fandom KB 



Motivations 
& 

Contributions

Research questions

Are zero-shot EL models able to 
generalize effectively to a whole 

new KB,
 that was absent in their initial 

training?

1

To answer the questions, we:

How much can zero-shot EL 
models adapt to conversational 
settings without prior training?

2

Evaluation Scenarios
Designed for more realistic evaluation

1
Reddit ConEL

A REDDIT-based dataset introduced for 
conversational zero-shot EL

2
Showed zero-shot EL is

yet to be effective in real-
world tasks

3

Real-World Zeroshot Conversational EL in Face of Data Scarcity

Focus



Introducing 
Reddit ConEL

Reddit ConEL dataset specifically curated for evaluating zero-shot EL methods in conversational setup 

Extracting subreddits with 
ZESHEL [1] domains’ subjects 

only

Extract gold mention-entity pairs 
by relying on user’s hyperlinks to 

Fandom website

§  Data cleaning
§  Filtering of profanities, 

extremely long/short 
utterances, nonsensical 
mentions, extremely short 
threads, ….

§  Augmenting user 
annotations

PushShift Reddit 
Dataset

(948,169 subreddits from Convokit)

Preprocessing

Sample of a Conversation from the Final Dataset

Final Dataset Statistics

[1] Zero-Shot Entity Linking by Reading Entity Descriptions (logeswaran et al., 2019)



Evaluation 
Scenarios

& 
Results 

(1)

• Significantly low (MD and EL) performance (both  
in conversations & documents)

• MD: Numerous text spans considered as 
possible mentions by Flair/ELQ, many of 
which do not align with the gold mentions 
in the Wikia/Reddit datasets 

• EL: ELQ and FLAIR+BLINK fail to generalize 
in a totally new KB setup

Generalization to Unfamiliar KB (no pre-training on the entities) 

Scenario  1

Zero-shot conversational entity 
disambiguation is more challenging for 

BLINK than in documents

Models: ELQ & FLAIR+BLINK
Knowledge base: Fandom
Datasets: Conversational (Reddit 
ConEL) and Documents (Wikia [1])

[1] Zero-Shot Entity Linking by Reading Entity Descriptions (logeswaran et al., 2019)



Evaluation 
Scenarios

& 
Results 

(2)

Adaptability to Conversational EL Task

• Many general-purpose EL systems outperform 
FLAIR+BLINK,

• However, ELQ shows significant performance w/o fine-
tuning on conversational EL task (potentially due to its one-
pass approach)

Scenario  2

Models: ELQ (w/o fine-tuning) & FLAIR+BLINK
Knowledge base: Wikipedia
Datasets: Conversational (ConEL 1&2 [1,2])

[1] Personal Entity, Concept, and Named Entity Linking in Conversations (Joko & Hasibi 2022)
[2] Conversational Entity Linking: Problem Definition and Datasets (Joko et al., 2020)



Conclusion 
& 

Discussion 

For future work, our experiments’ results indicate a need for the followings ;
• Rethinking evaluation of zero-shot EL models for more realistic assessment
• Design and training of EL models capable of handling real-world 

conversational and data scarcity settings

Resources
• Code & Reddit ConEL Dataset: 

https://github.com/informagi/reddit_ConEL
 

Are not reliable as real-world solutions in practice

Can not effectively model entity saliency 
so that mention predictions are relevant and align with the user expectations

Existing zero-shot EL models:

One-pass EL (MD+ED) seems promising for conversational EL

https://github.com/informagi/reddit_ConEL

